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A learning-based method to optimize cache performance

with delayed hit
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(1. Shanghai Jiao Tong University, Shanghai 200240, China; 2.Communication University
of China, Beijing 100024, China)

Abstract: Most traditional caching algorithms rely on basic statistical data for content
replacement, creating a significant performance discrepancy in comparison to offline optimal
caching algorithms. However, due to improvements in CPU performance, cache strategies
based on machine learning have been developed in recent years to enhance cache
performance. - . Experimental results show that the performance of the modified sorting
function algorithm is better than other existing caching algorithms when the popularity
changes quickly. It is also very close to the optimal delay performance of the existing
algorithm under other prevalence changes.
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